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Narratives of human-robot science fiction in literature, on the stage, and in the 
cinema have often expressed machines and humans as harsh adversaries 
(Hirata, 2013, Lang, 1927, Čapek, 1920, Asimov, 1950, Jonze, 2013). However, 
the reality of a shared human-robot connection aiding humans is well-estab-
lished in collaborative work settings (Hopko, et al., 2022, Wang, et al., 2022). 
Currently, there is a growing need for robots that provide care to people of aging 
populations and limited financial and human caregiving resources (Johansson-
Pajala, et al., 2020). These “vulnerable”  populations no longer being defined in 
a stereotypically negative context, but rather, as the result of inequitable social 
and political practices and will now be argued as “a disability bioethics whose 
goal ought to be to strengthen cultural, political, and institutional environ-
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ments so that disabled people can flourish” (Garland-Thomson, 2022). Ad-
ditionally, there are people with intellectual disabilities that have similar unmet 
care needs, and robots make therapeutic benefits possible for this population 
(Van Wingerden, et al., 2020). Socially assistive robots (SARs) in particular 
have been designed to engage vulnerable people, such as older adults and people 
with disabilities in social interactions, while augmenting human performance 
and functioning (McGinn, et al., 2020, Robaczewski, et al., 2021; Nakamura, et 
al., 2021). Yet, the finest engineered social robot will not succeed in its interac-
tion with a human if the performance and behavior needs of the human are not 
met on an authentic and human-like level. An interdisciplinary research team 
including Theatre/Liberal Arts, Social Work, Engineering, and Kinesiology de-
veloped an experimental pilot study to examine a human-robot interaction for 
respite and positive health and well-being outcomes for human participants. 
This manuscript addresses the performative theoretical concepts of when a ro-
bot is essentially programmed to ‘perform’ for a human to provide respite and 
well-being. 

Studies have explored relationship design between social robots and hu-
mans, building in empathetic capabilities and human social norms into the ro-
bot’s performative and behavioral repertoire, including non-verbal communica-
tions (i.e., Garcia-Corretjer, et al., 2022; de Graaf, et al., 2015; De Jong, et al., 
2021; Leite, et al., 2013; Saunderson & Nejat, 2019). Social robots have pro-
vided caregiving acts to older adults (Lehourx, 2018, Beer, et al., 2012, Pino, 
2015), mediated by some person-like aspects of humanoid social robots (Kim, et 
al., 2013). Robots as caregivers have eased issues of older adults living with 
memory loss (Tanioka, et al., 2021, Tapas, et al., 2009), and socially interacted 
with people to dispel isolation (Child, 2019, Brito et al., 2021, Clair, et al. 2021). 
Robots have also been found to enhance the assistance available to social care 
workers in a long-term home care setting (Carros, et al., 2022). Similarly, robot-
assisted therapy is developing into an increasingly effective intervention for in-
dividuals with Autism Spectrum Disorders (ASD) and intellectual disabilities 
(Di Nuovo, et al., 2018).  

Both the design and the dynamic interplay between humans and social ro-
bots are a significant aspect of robot collaborations. Studies of robot-mediated 
caregiving have highlighted the need to build trust, ensure safety, provide rec-
ognizable social cues, privacy and data protection, while clearly demarcating the 
temporary nature of the robot caregiving as a supplement to, rather than re-
placement for, human caregiving (Etemad-Sajadi, et al., 2022; Van Maris, et al., 
2021). A recent systematic review has found that the overall picture of SAR 
results in health and social care settings for older adults is mixed, and will re-
quire additional studies (Papadopoulos, et al., 2020). What the available evi-
dence suggests is that usability, reliability, familiarity, and personalization, are 
salient to individual-level acceptance of the technology by users (Papadopoulos, 
et al., 2020).   
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In the wake of the pandemic, social robots have an increasing appeal in care 
settings for vulnerable older adults (Jecker, 2021). COVID-19 has jump-started 
a shift toward more remote work with a greater use of technology and virtual 
connections across public and private life, especially in care contexts with vul-
nerable populations (Tavakoli, et al., 2020). The question of whom robots 
should serve, and how, looms large for the design and deployment of robots to 
assist and care for vulnerable older adults, as well as others with limitations in 
their capacity to express what they need, such as adults with intellectual and 
developmental disabilities (Johansson-Pajala, et al., 2020; Shulka, et al., 2019).  

As the general population ages and people with disabilities live longer, the 
need for caregiver assistance for older adults who care for their adult children 
with disabilities becomes more acute. Socially assistive robots have the potential 
to fill this growing gap. A recent study by Shulka and colleagues (2019) explored 
robot-assisted mental health interventions for users with intellectual disabilities 
viewed through the perceptions of caregivers, and the evaluations of profession-
als. They found that the attention of the user with an intellectual disability was 
engaged by the robot intervention, but the intervention effectiveness suffered 
from a lack of real-time feedback for the continuous improvement of more hu-
man-like interactions. Nonetheless, the caregivers reported positive impressions 
of the robot’s engagement of the user, and the effect on their workload. Care-
givers urged for more personalization, greater adaptability, and interactivity for 
the robot’s behaviors.  

Given the human caregiving gaps arising from changing demographics and 
service/care staffing limitations, the logical next step is to explore the potential 
of SARs to serve as a source of temporary respite for caregivers, examining both 
their perceptions of the robot’s interactions with the care recipient, and to the 
greatest extent possible, the care recipient’s perceptions. Our current pilot study 
(Bricout et al., 2021, Xu et al., 2021, Greer et al. 2021) contributes to the re-
search literature by exploring the possibility of a socially assistive, humanoid 
robot providing temporary respite for older adult caregivers of young adults 
with intellectual and developmental disabilities (IDD). Our interdisciplinary 
team incorporated a collaboration to examine an interaction by a robot and a 
human using an interactive learning scenario in a laboratory setting. The study’s 
design included a co-located young adult group with intellectual and develop-
mental disabilities (IDD) and a robot (A.B. Williams, et al., 2019, Shulka, 2019) 
with an older caregiver adjacently located. The performance of the robot was 
programmed to promote social connectedness through components of theatre 
and performance theory. Specifically, a representation of the classic perfor-
mance theory of Richard Schechner. Schechner revolutionized the theatre as a 
founder of the discipline of Performance Studies. In so doing, he defined a con-
temporary space that transformed performance through a re-imaging of ritual, 
play, social, and cultural events of every-day actions and life (Schechner, 2013). 
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This interdisciplinary team chose to develop a study for human-robot collabora-
tion with young adults identified with IDD and their older (50+) caregivers. The 
experimental pilot study was planned to provide connectedness for the exami-
nation of a potential human-robot companionship model benefitting both the 
young adult and the older caregiver. Throughout the manuscript, we will build 
the theoretical process associated with the results of the experimental study. The 
manuscript will define what elements of performance theory were addressed 
during the human-robot interaction (HRI) defining the study’s interdisciplinary 
nature and potential creation of identity, culture, and experience for the hu-
man(s) during the study. 

In this experiment, a humanoid robot, Softbank Robotics Inc, Pepper© is 
programmed to provide connectedness and potential companionship for young 
adults with IDD and respite for their older adult caregivers. The complexities 
of developing a study for multiple human stakeholders was a challenge the team 
purposefully addressed in the complex layering of relational trust, design, and 
connection issues between the robot and the participants. 
 
Methodology of the study 
 
The potential companionship between a young adult with IDD - the care recip-
ient, an older adult – the caregiver, and a SAR was intended as exploratory re-
search using the SAR as the platform for connection with the human being. For 
this article we interchange the terms participant, care recipient, and young adult 
with IDD, as well as caregiver, caretaker, and older adult. The use of a SAR to 
promote social connectedness and respite is driven by shared goals within our 
team. Interdisciplinary work creates multiple structures from which to frame 
conclusions. This article highlights the field of performance and theatre theory 
by examining the performance of the robot for the human participants. Respite 
for families that include young adults with IDD is established (McIntyre, 2020), 
Mitter et al., 2019). Our pilot study examined Social Work, Engineering, Kine-
siology, and Theatre/Liberal Arts collaborative research to develop a potentially 
assistive social robot for companionship, given the caregivers may potentially 
age out of the ability to adequately provide care for their children. This article 
frames the component that theatre performance theory had in the performance 
interactions between the participant(s) and the robot. Our team was charged to 
provide “caregiver respite” for the older adults, but in doing so we needed to 
create an engaging performative relationship for the young adult care recipient 
with a social robot.  

Our interdisciplinary research group strived to promote the value and ben-
efit of a social robot that encouraged engagement based on theatrical compo-
nents of performance theory specifically physical movement and spoken narra-
tive storytelling. The team developed an ethical and safe structure to protect and 
guide the wishes of both the care recipient and the caregiver. Two pre-study 
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focus groups were held including a caregiver and a care recipient focus group 
and each respective focus group was held twice. Discussions during the focus 
group included questions regarding the study, the participant’s role, and the plan 
for the interaction. Both groups received a hard-copy visual image of the robot, 
Pepper, for reference before their first in-person meeting. Additionally, a one-
minute introductory video of the Pepper robot, a research team member, and 
two members of the administrative team of Helping Restore Ability (HRA) was 
captured for the first pre-study focus group to facilitate trust and discussion in 
the study. The performance of the robot with its human partner (participant) 
was of the utmost importance as a robot that is not programmed with human-
like social cues and awareness does not fully engage a human’s interest. The 
team developed a specialized performative interaction between the humanoid 
robot and the human being utilizing theatre performance of narrative and move-
ment. The focus groups examined the concept that young adult children with 
IDD may have more limited friendship networks, thereby increasing the benefit 
of the robot companionship performance. The performative aspects of the study 
included programmable decisions for movement and speech/narrative with the 
care recipient. The older adult caregiver watched the intervention from an adja-
cent room via wireless streaming with research personnel present. Components 
of Richard Schechner’s performance theory including narrative and movement 
will be addressed below as they related to the research goals for the study and 
the programmed engagement of a human with a SAR.  
 
Richard Schechner 
 
Richard Schechner is an innovative experimental performance analyst, artist, 
director, instructor, and writer. He is considered one of the founders of perfor-
mance studies and theory. Schechner defines performance studies somewhat as 
an oxymoron, as indefinable, or at least always changing, “… (Performance stud-
ies is) a way to understand the world in its ceaseless becoming, and a necessary 
tool for living…” (Schechner 2013, p. x).  He asserts there is, “one overriding 
and underlying assumption of performance studies [and it] is that the field is 
open” (Schechner 2013, p. 1) and finally that performance analysis is an active, 
living theory: 

Performances are actions. As a discipline, performance studies take ac-
tions very seriously in four ways. First, behavior is the ‘object of study’ of 
performance studies…Second, artistic practice…the relationship between 
studying performance and doing performance is integral. Third, field-
work…participant observation is a way of learning about cultures other 
than that of the fieldworker [and] Fourth, it follows that performance 
studies is actively involved in social practices and advocacies…” (Schech-
ner 2013, p. 1-2).  



Julienne A. Greer, et al                                                               Robot Collaborations 
 

 6 

It was with these conceptual ideas that this manuscript develops a relational in-
teraction between Pepper the robot and a human participant with IDD, exam-
ining an emerging and modern performance platform of humans and human-
like machines. In this way, this research study continues the exploration of per-
formance as ‘open’ and ‘always changing.’ Schechner’s work is known globally 
and has been applied to emerging robotic or computer platforms, including a 
non-human virtual influencer, such as ‘il Miquela’ (Black, 2020) and a spidercrab 
robot drawing on performance theory for authenticity in the design process 
(Wallis et al, 2010); however, to the best of our knowledge, our team notes that 
our pilot study is novel and that a humanoid robot has not been used as a per-
formance platform for respite and healthcare aspects for young adults with IDD 
and their older caregivers. 
 
Movement 
 
In our research study the movement of the robot was programmed for a one-on-
one (with research personnel co-located) performative event utilizing Schech-
ner’s use of ritual and everyday life actions with the participant. The human-
robot event lasted approximately 11 – 15 minutes. As the participant entered the 
room, Pepper the robot occupied the space in the center of the Emotional Ro-
botics Living Lab (ERLL fig. 1) in a physical representation of stillness and 
quiet respect. We did not have the robot move toward the participant, but rather 
allowed the participant to physically move toward the robot. This physical 
agency on behalf of the participant we believed would comfort the potential 
nervousness of the participant. We were hopeful that the previously distributed 
hard-copy image of Pepper and the video of Pepper with trusted adults would 
also calm any anxiety the participant may have felt being introduced to the robot 
for the first time. As Pepper is relatively large (65 lbs, 4 ft) with joints that could 
potentially pinch, we outlined an area which the participant should not cross 
into. However, we programmed a physical greeting of a fist bump for the par-
ticipant to perform, should they wish to physically interact a greeting with the 
robot. The fist bump was introduced and performed by a member of the research 
team before the participant was asked if they wanted to interact with the robot. 
After the performative fist bump greeting, the movement portion of our perfor-
mance commenced and there was a space change from the middle of the Emo-
tional Robotics Living Lab to a corner of the ERLL, where a couch was situated, 
and the participant was asked to sit. This movement programming directly re-
lated to the focus group discussions with the caregivers. During the discussion, 
the caregivers asked if the robot could initialize a physical movement from one 
space to another and ask the participant to join them. The movement path was 
approximately 7 feet in length and the robot rolled first before the participant to 
indicate the way. After the story, the robot moved back to the center of the room, 
and requested the participant to follow and engage in games including a theatre 
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game titled mirroring, and three free-form dances which included playing air 
guitar, air saxophone, and Tai Chi. The participant was encouraged to move 
with improvisational expression to the dance air instrument events. At the end 
of the performance event, the robot thanked the participant for coming to the 
ERLL and for interacting with them through story, music, and movement.  
 
 

 
 

Pepper the robot in the Emotional Robotics Living Lab 
 

Greeting 
 
The first physicalization the team created was that of a friendly greeting between 
machine and human. In Schechner’s theory this could be described as ritual, as 
greetings are performative and happen at specific times between humans as they 
introduce or reintroduce themselves. “Rituals are performative: they are acts 
done; and performances are ritualized: they are codified, repeatable actions” 
(Schechner, 1994). The research team wanted to create a ritual of introduction 
that would be familiar and comforting to the participant. A ritual in which the 
participant chooses the degree of interaction through their proximity to the ro-
bot. In this way we were introducing a sense of ritualistic greetings from a west-
ern culture that mirrored their own experience and honored their agency and 
identity.  This ritual was performed as an initial act and was meant to bond the 
participant to the robot. The greeting ritual developed in our study can also be 



Julienne A. Greer, et al                                                               Robot Collaborations 
 

 8 

read performatively by Schechner and defined as, “Rituals emphasize effi-
cacy…forming and cementing social relations…Rituals are performed at a spe-
cific location…they mark days and places of importance…and are hung on life’s 
hinges where individual experience connects to society” (Schechner, 1994). The 
team’s decision to understand the initial greeting as a ritualistic act was further 
served by placing the study in a ‘living lab’ space. The ERLL serves as a bridge 
from a traditional research space to a potentially human-inhabited space, e.g., a 
home. The lab was originally designed with future research in mind allowing 
participants to view the space as a proxy for their own homes which one day 
may house robots. In developing the space for the study, a ritualistic lens can be 
created featuring the lab also as a center for a ceremonial gathering, not unlike 
the every-day performance in our homes as well as the performances that occur 
in a theatre space. Using Schechner’s theory, the potential of the human-robot 
interaction that occurs as performance in a ceremonial centre, was created in the 
ERLL lab. This research performative event may have, “functioned in at least 
the following ways: (1) to create or maintain friendly relations; (2) …to ex-
change goods, food, mates, techniques; (3) to show, enjoy, and exchange dances, 
songs, stories… People came to a special place, did something that could only 
be done at that place, something that could be called ‘theatre’ (and/or ‘dance and 
music’) and went on their separate ways” (Schechner, 1994). In this way, the 
team created a space for the participants to interact and for the caregivers to 
watch the interaction that was engaging, ceremonial, and familiar. It is a space 
that was new to the humans involved, but ritualistic in its conventionality. As 
our interdisciplinary team co-created the ceremonial ritual of the space for the 
participant and the robot, it was clear, the space and interaction impacted the 
culture, experience, behavior and understanding of the young adult and older 
caregiver. Physical engagement for the participant included a mirroring move-
ment, listening to a shared narrative, and expressing their own movement tech-
niques with the robot as a partner. Affective responses from the older caregivers 
were sensitive, receptive, and empathetic. The older caregivers were positively 
impacted by the interaction and echoed the future potential for respite the robot 
could potentially afford. The lab provided a social space to communicate, to 
learn, to interact with new technologies, to create or maintain friendly relations 
and to exchange dance and story narratives between humans and machines. Rit-
ual performance was significant to our research study specifically to create a 
space that the participant may interact in a human-like and authentic manner 
with a non-human partner. 
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The Emotional Robotics Living lab 
 
 
Moving through the ERLL – an Environmental Theatre model 
 
Two distinct physicalizations during the study are the movement toward the 
couch for the participant to sit and the movement away from the couch to play 
a series of games in the center of the room. This paradigm of a leader and a 
follower, the robot, and the participant, was initially suggested at a focus group 
for repetitive behavior; however, Schechner’s performance theory can also ac-
curately speak to the movement being a deeper connection for the participant in 
the space. Schechner describes movement in the theatre space as a pattern of 
understanding environmental theatre (Schechner, Enviro 1994).  As defined by 
Britannica, environmental theatre is a 1960s co-created theatre that emphasized 
the elimination between the actor and the audience (Environmental 2022). As a 
founder of this theatre genre, Schechner encouraged a sensory and multimodal 
approach to physically moving through a space, “Western thought accustoms us 
to theatre space visually. But acoustic, thermal, tactile, olfactory and brain-work 
maps can also be drawn” (Schechner, Enviro 1994). Schechner’s theory allows 
for more human experience than the primary visual sense with which to process 
space. By adding the additional sensory modalities to our experiment, a potential 
for deeper engagement can be postulated. If the study did not move to the couch 
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and back, what modalities of expression might have been limited to the partici-
pant by remaining in a static pose. By creating a performance that took the social 
machine from one portion of the space to another, the participant’s desire to 
connect with the robot, per Schechner, may have become more intense, as more 
sensory platforms were added beyond the primary visual sense. Schechner’s per-
formance theory and our desire to examine a connected interaction between a 
robot and a young adult was positively impacted through an analysis of multiple 
sensory objectives. “In environmental theatre there are endless degrees of atten-
tion, subtle gradations of involvement. The experience of being a spectator… is 
not smooth, but a rollercoaster” (Schechner, Enviro 1994). 
 
Movement Games 
 
After the original speech narrative at the couch between the young adult and the 
robot, the young adult is asked to move to the center of the room for mirroring 
and dance games. These include a mirroring exercise, and free-form movement 
for air guitar, air saxophone, and Tai Chi interaction. The team purposefully 
chose the mirroring exercise to occur first as this exercise included a simulation 
of the robot leading the participant and we believed it would help bond the par-
ticipant to the robot through movement and music. The music chosen was J. 
Strauss II, The Blue Danube waltz. The music was chosen for its gentle fluidity 
in its rhythm and pacing allowing the participant to easily follow the robot’s 
movements accompanied by aesthetically pleasing music. The mirroring game, 
and theatre games in general, are a demonstrable theatrical exploration for com-
munication. Viola Spolin, founder of iconic theatre games and improvisational 
exercises, adds, “Theater Games are a process applicable to any field, discipline, 
or subject matter which creates a place where full participation, communication 
and transformation can take place” (Spolin). The goals of the interaction in our 
study between a social machine – Pepper – and our young adult participant, 
were similar to the goals of Spolin’s mirroring and theatre exercises. The team 
hoped the theatrically based games would foster communication and creativity 
in the participant through the shared movement, leading to a simulation and in-
teraction of a communal human-like experience. Humans do communicate with 
each other, perform rituals together, and dance together; however, for our pilot 
study, the team believed the participant may also benefit from the addition of a 
communicative, social machine. The older adult caregivers were aware they may 
age out of the caring for their adult child, so the study offered the potential for 
a future companion for their children. A human-like creation of identity, culture, 
and friendship that considers companionship, not only with an engaged human, 
but with an engaged social machine, specifically for a person with IDD.  
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Original Narrative and Speech 
 
Up to this point, our experiment has discussed Richard Schechner’s perfor-
mance theory from a movement perspective. The article has discussed ritualized 
movement as in a greeting and movement through a ceremonial space that po-
tentially can encourage a more nuanced sense of the self in the space as it ad-
dresses multiple sensory modalities. The experiment now turns to the examina-
tion of the original story and the quality of the social machine’s communication 
and narrative elements. 

The original narrative story of the study featured literary and affective com-
ponents of resilience and companionship between a friendly robot and a young 
adult with IDD. The narrative story was delivered by Pepper and included im-
ages on its tablet incorporating the complex feelings that may occur before a 
major life-event (e.g., first day of school). The original story below is produced 
in its entirety: 

It was a beautiful morning, and the sun was shining and birds chirping 
happily. It was my first day of school. I was so excited to meet new friends 
and to learn many new things. But I was a little scared too. 

When I arrived at school, I became a little anxious. It seemed like every-
one did things different than me. The teacher tried to help, but I was still 
a little sad. This continued for a few days. 

Suddenly, one fine day, a friend like you, showed up and we ate lunch 
together. The music you played made me feel happy. I felt like a superhero 
and was happy being with you. I enjoyed moving, dancing, and playing 
with you, my friend. And I liked this robot dance. When I went to school 
the next day. I talked to the teacher and even smiled at the other students. 
That felt good, too. My friend and I do many things. We even go shopping 
for groceries. There are days when I am a little down, but friends like you 
always make it better. That was my happy little story. I would love to hear 
a story about you, now. Would you like to tell me a story? You can say 
yes or no (Greer, et al., 2021). 

The original narrative used a first-person point of view emanating from a robotic 
platform. The narrative was programmed from the frame of reference of an em-
bodied performer who was not human yet empathizes with the anxiety, excite-
ment, and friendship in a major life event such as the first day of school. In this 
way, the experiment used a literary mirroring technique to help the participant 
potentially feel connected to the robot. At the end of the narrative the robot en-
couraged the care recipient to tell their own story and express their own personal 
narrative. Robotic storytelling has been examined in recent research studies in-
cluding Emotional Storytelling Using Virtual and Robotic Agents which found physi-
cal attendance between the robot and the participant produced more interest 
and/or attention from the participants (Costa, et al, 2018). Literature presents a 
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robot that works with participants to develop their personal narratives (Plaisant, 
et al., 2000), as well as the acceptance of storytelling robots from a parental per-
spective, “[A storytelling robot’s…] social and economic value is clear. Not 
every child has a caregiver with leisure time for storytelling” (Lin, et al., 2021). 
This final reference may be blunt, yet the truthfulness of its reality is striking. 
Social robots can be programmed to read stories and to act out emotional nar-
ratives for the engagement and companionship of the human interacting with 
them. In doing so, a new sense of human identity, culture, and experience may 
emerge. Our experiment begins to examine performative analysis as humans and 
social robots move toward deeper social relationships. In our study the older 
caregivers were acutely aware of the straightforward need for companionship 
for their young adult children and were positive regarding the movement and 
narrative possibilities a social robot may bring to them.  

Regarding the timbre of a mechanized voice comparative to a human voice, 
some research finds participants do not prefer a roboticized voice (Costa, et al, 
2018). Although, the Pepper robot can change the tonal range of its speech. The 
team programmed a higher tone to accommodate the young adult’s sense of com-
municating with a peer or a friend, rather than a deeper, older, potentially more 
authoritarian, tone of voice. The theatrical relational elements were purposeful 
to create an engaging connection between the robot and the care recipient. The 
robot’s voice is not gender-specific and although the gender of the Pepper robot 
has been described as both male and female, Softbank Robotics genders its ro-
botic units as “it.” The speed of the robot’s speech is also programmable, and the 
team slowed down the pacing of the script to facilitate cognitive understanding. 
 
Conclusion 
 
Performance studies and robotics are still at an emerging intersection. Our study 
incorporated interdisciplinary precepts as an experiment to solve a need impact-
ing persons with IDD and their caregivers.  The interdisciplinary work pre-
sented in this manuscript demonstrate that music, narrative, movement, and per-
formance techniques are indeed meant to express the human condition; yet also 
to heal the human soul – and that technology can collaborate with this goal. The 
purposeful inclusion of Schechner’s performance techniques allows a more sub-
tle distinction of human behavior and connection to be transferred from its orig-
inal human-human model to a human-robot model of companionship. In doing 
so, the research remains as Schechner states ‘open’ and ‘always changing’ to the 
needs of modern humans. When social machines perform for humans, the future 
of performance studies and social robotics can become less of a harsh provoca-
tion and more of an essential collaboration. 
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